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An Integrated Target Acquisition
Approach and Graphical User
Interface Tool for Parallel
Manipulator Assembly
In this paper, two integrated target identification and acquisition algorithms and a graph-
ical user interface (GUI) simulation tool for automated assembly of parallel manipulators
are proposed. They seek to identify the target machine part from the workspace, obtain its
location and pose parameters, and accomplish its assembling task while avoiding the col-
lision with other items (obstacles). Fourier descriptors (FDs) and support vector machine
(SVM) are adopted in this approach. The image of task area of workspace is obtained
through machine vision, and the target assembling parts are identified. To acquire the loca-
tion and pose information of the target, a modulus-shift matching (MSM) algorithm is pro-
posed and integrated into the FD and SVM approaches, which could efficiently obtain the
pose parameters while eliminating the effect of choice of starting point. The simulation
results of two integrated algorithms, FD-MSM and SVM-MSM, are then compared and ana-
lyzed. In addition, a GUI is designed to visualize and assist the assembly process. An appli-
cation on delta parallel robot with an extra rotational degree of freedom (DOF) is
presented. [DOI: 10.1115/1.4045411]

Keywords: motion planning, parallel robot, machine vision, FD, SVM, image matching,
computer aided manufacturing, machine learning for engineering applications,
manufacturing automation, manufacturing planning

1 Introduction
Due to many mechanical advantages such as high stability, high

accuracy, and compact structure, parallel manipulators are widely
used in modern manufacturing industries, e.g., Steward Platform,
DELTA robot (as shown in Fig. 1), etc. [1–3].
Automated assembly by parallel robots is one of the most impor-

tant applications in intelligent manufacturing. Most of these assem-
bly strategies are established on a scenario that all the components
are placed at a fixed location [5]. However, if the coordinates of
these locations are not accurate, or if the assembly scenario is arbi-
trarily set, then the robot needs to first acquire the location and pose
of the assembly parts. In that case, machine vision needs to be
adopted to identify the target machine parts of the current assembly
stage from the workspace and reconstruct the environment [6].
Target recognition is one of the key issues in the development of

machine vision [7]. Many approaches solve the recognition issue
based on the feature of contours or other shape parameters of the
targets. In 2012, a contour-based spatial model was proposed to
detect geospatial targets accurately in high-resolution remote
sensing images [8]. In 2017, an effective computer vision-based
automatic detection and state recognition method for disconnecting
switches is proposed by Chen et al. [9]. In recent years, machine
learning is applied in the target recognition which not only detects
the target based on the shapes but also the surface textures, etc.
Typical machine learning algorithms that deal with such issues
include the artificial neural network-based method [10] and hierar-
chical model and X model [11,12]. In this paper, two different
approaches based on Fourier descriptors (FDs) and support vector
machine (SVM) are applied in visual detection, respectively. These
two algorithms have been used in the detection of targets, such as
geometric shapes, human faces, digital numbers, etc. [13,14].

After identification of the correct target, its geometric parameters
such as location (translational displacement) and pose (rotational
displacement) of the target parts need to be obtained. Generally,
this task is achieved by image matching between the target and
the reference. These kinds of methods can be categorized into
feature-based matching and gray-based matching [15]. In 2002,
Chen et al. proposed a method to match two images of different
shape, location, and pose on the basis of the Fourier–Mellin trans-
form method [14]. Yet in the Fourier-based method, the choice of
starting point on the contour shares the same effect (the phase
part for each complex harmonic) with rotational angle, thus could
not be decoupled. In 2009, a method for extracting the distinctive
feature of rotation invariance from images was proposed by
Zhang et al. [16]. In 2013, an adaptive thresholding approach was

Fig. 1 An four-DOF delta parallel robot [4]
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presented [17]. In 2015, a shape feature learning scheme is pro-
posed by Xie et al. which could extract features and realize 3D
shape matching [18]. In this paper, a modulus-shift matching
(MSM) algorithm is proposed to accomplish image matching, so
as to efficiently obtain the rotational angle and the location of the
target parts, which eliminates the effect of starting point in vision
detection. This algorithm is then integrated into FDs and SVM
for a fast acquisition of geometric parameters of the target
machine parts in the automatic assembly.
This paper is organized as follows. In Sec. 2, the image of task

area of workspace is obtained through machine vision, and target
identification with FD and SVM is described. Acquisition of the
target parameters, including location and pose, is accomplished
with MSM algorithm in Sec. 3, which is then integrated into FD
and SVM. The simulation of these two integrated algorithms is con-
ducted in Sec. 4, where the results are also compared and analyzed.
Section 5 briefly introduces the motion planning and obstacle-
avoidance strategy in real applications, and a graphical user inter-
face (GUI) software is designed to visualize and assist the
process. In the end, simulations in the GUI are conducted on a
delta parallel robot with four degrees of freedom (4-DOFs).

2 Target Identification Based on Machine Vision
Generally, to identify the correct target machine parts from an

arbitrarily set workspace, the visual information need to be obtained
and analyzed. In this section, the workspace image is obtained and
preprocessed, followed by two recognition methods, i.e., Fourier
descriptors and support vector machine, which are adopted to iden-
tify the target from the given workspace.

2.1 Image Preprocessing. After obtaining the image of work-
space through cameras, the preprocessing is first implemented. The
gray value of each pixel is set to the median value of the gray value
of all pixels in a neighborhood of the point, and the gray scale
images are obtained. And then, binary images are extracted after
binarization processing. The opening–closing operation, a fundamen-
tal operation inmathematicalmorphology, is applied to binary images
to realize noise removal. Opening operation removes small objects
from the foreground of an image, placing them in the background,
while closing operation removes small holes in the foreground, chang-
ing small islands of background into foreground [19]. Then, the holes
of parts are eliminated. Each part includes one connected domain,
respectively. After that, edges of images are extracted byCanny oper-
ator [20,21], and this process consists of four steps:

(1) Gaussian convolutions are adopted to smooth the image and
remove noise. The generating equation of Gaussian filter
kernel with the size of (2k+ 1) × (2k+ 1) is shown as follows:

Hij =
1

2πσ2
exp −

[i − (k + 1)]2 + [ j − (k + 1)]2

2σ2

{ }
;

1 ≤ i, j ≤ (2k + 1)

(1)

where σ is the variance, and 2k+ 1 is the dimension of the
kernel matrix.

(2) The horizontal, vertical, and diagonal edges in the image are
detected, and the first derivative values in the horizontal com-
ponent Gx and vertical component Gy directions are
returned, from which the gradient and the angle of the
pixel can be determined as follows:

G =
���������
G2

x + G2
y

√
(2)

θ = arctan(Gy/Gx) (3)

(3) Based on non-maximum suppression, all gradient values that
equals to zero other than the local maximum are suppressed.

The maximums are determined as accurate edges, and the
remained pixel is represented by Gp.

(4) Edges obtained above are connected based on the double
threshold algorithm. High threshold and low threshold
should be considered in this step. The decision strategy of
pixels is shown in Table 1.

The strong edge above will be regarded as real edge. Yet, the
weak edge will also be regarded as real edge only if this pixel is con-
nected to at least one strong edge in eight neighborhood directions.
Generally, the high threshold and low threshold of the canny edge
detection is set based on the gray-scale image. With adoption of
Otsu’s method, this threshold is determined by minimizing intra-
class intensity variance or, equivalently, by maximizing inter-class
variance. This ensures the universality and feasibility of Canny
algorithm [20,21].
Since each part includes one connected domain, in this way, only

one edge exists for the coming target recognition.

2.2 Target Recognition Based on the Fourier Descriptors
Method. Figure 2 shows a general overview of the FDs method.
After the image acquisition, a basic image process of the target
workspace is carried out. Then, the contours of the existing items
are obtained through an edge detection algorithm (e.g., canny oper-
ator). The shape contour coordinates (x(n), y(n)), n= 0, 1, … N− 1
are extracted and represented in complex form. The points are
sorted based on the phase angle of its complex representation
[22,23].
Through a Fourier transformation, the FDs of Z(n) are defined as

follows:

F(k) =
∑N−1
n=0

Z(n)e
−j2πkn

N

( )
, 0 ≤ k ≤ N − 1 (4)

where k denotes the index of FDs.
All the geometric information (translation, rotation, scale, and

choice of starting point P0) are combined in the above expression.
Suppose that shapes are prescribed for the machine parts to be
assembled, then what we need is to identify the actual parts in the
workspace that have the same shape as the prescribed ones.
Based on Eq. (4) and Table 2, the FDs of the workspace contours
are normalized by eliminating the effect of translation, scale, rota-
tion, and choice of starting point. Since the translation information
is only contained in the zero order of FDs, just set it as zero. Then,
the scale factor exists in all magnitudes of FDs; it could be elimi-
nated after dividing by the first order. Also, the rotation and starting

Fig. 2 FDs method: basic steps

Table 1 Decision strategy of edge detection

Condition Decision

Gp≥ high threshold Strong edge
Gp< low threshold Suppression
High threshold >Gp≥ low threshold Weak edge

021006-2 / Vol. 20, APRIL 2020 Transactions of the ASME



point can be reflected by the phase angle of each harmonic compo-
nent that can be eliminated by using only the magnitude of F(k).
Table 2 shows the operation in normalized FDs [24].
By comparing the least-square error of the nonzero parameters in

FDs between the prescribed shapes and actual work space image
contour, the actual machine parts to be assembled can be
recognized.

2.3 Target Recognition Based on the Support Vector
Machine Method. In this section, SVM method is discussed and
implemented in target detection. As a supervised machine learning
method, it mainly learns the features of samples and obtains the
maximum margin hyper plane as its decision boundary. In this
paper, two features adopted from image samples are histograms
of oriented gradients (HOGs) descriptor and gray level concurrence
matrix (GLCM). The HOG descriptor counts occurrences of gradi-
ent orientation in localized portions of an image, and local object
appearance and shape within an image can be described by the dis-
tribution of intensity gradients or edge directions. The GLCM
describes the joint distribution of the pixel gray levels with spatial
position relationship [25–27].
To accomplish the target recognition of machine parts from the

workspace, the HOG/GLCM-based SVM algorithm we are adopt-
ing in this paper is realized as in Fig. 3 and is described as
follows: (1) Obtain images of different machine parts and construct
the training dataset and the test dataset; the proportion of which is
9:1. (2) Carry out image preprocessing, extract the HOG and
GLCM features, construct the image feature matrices and labels;
the labels are input vectors of training dataset and the corresponding
output vectors of feature matrices. (3) Implement SVM algorithm
and generate the classification model fitting on training dataset.
The test dataset will provide an unbiased evaluation of the classifi-
cation model. (4) Obtain workspaces constructed with different
parts and segment them to separate set of parts. Predict the class
of these parts based on the classifier obtained in the last step.

3 Acquisitions of Target Parameters
After the recognition of the prescribed target machine parts with

either FDs or SVM, the geometric parameters (location, pose, etc.)

also need to be determined for the assembly process. Thus, in this
section, the acquisition of translational and rotational parameters
of the target parts is indicated.

3.1 Translational Parameters. To accomplish an assembly
procedure, the manipulator needs to move toward the target
machine parts and conduct a pick-and-place motion. The location
(translational parameters) of the target hereby needs to be obtained
first, which could be simply represented as the coordinates of the
centroid. Note that the edge of the target shape is already obtained
in Sec. 2.1, thus with the coordinates of each pixel on the target
shape, we could easily determine the centroid:

Cx = sum(x)./length(x); Cy = sum(y)./length(y) (5)

where x and y are the coordinates of each pixel (point) of the target
shape, and Cx and Cy are the coordinates of the centroid of the asso-
ciated part. This provides a location for the manipulator to reach
during the assembly process.

3.2 Rotational (Pose) Parameters. While obtaining the loca-
tion parameters of the target machine parts is as simple as Eq. (5),
the acquisition of pose parameters, though, is not as straightforward.
For SVM, the classification results in the target recognition gener-
ally do not reflect the geometric parameters. On the other hand,
as in Eq. (4), the phase angle of FDs shows some information of
pose, but it could not separate the effect of rotation angle and
choice of starting point of the given shape. To solve this issue
and decouple the effects of rotation and starting point, here in this
paper, a MSM algorithm is proposed to calculate the pose informa-
tion after target detection. It is established by taking both the
modulus and the phase of contour points into consideration. The
detailed algorithm is described as follows.
Given the contour shape of a target part in workspace and the ref-

erence prescribed shape, we first convert their coordinates from Car-
tesian space to polar space and obtain the phase angles of all polar
points. The origin of the polar space is set to be the centroid of the
contour. Then, the points are sorted by the phase angle, and the
amount of points is adjusted to be the same as prescribed shape.
The resizing of the number of points is carried out by uniformly
truncating. The points dropped are evenly distributed along the
shape contour. Now, we have two series of complex numbers,
denoting the prescribed shape and the identified machine part.
The scale of two edges is obtained as the modules sum ratio of ref-
erence and target edge points.
To determine the pose (angle of rotation) between these two

similar shapes, the most straightforward method is to take an arbi-
trary rotational transformation on one shape and compute the
least-square error between two series of complex numbers, and
then find the optimal rotational transformation that could minimize
this error. However, due to the different choice of starting point on
the contour, another optimization process also need to be conducted
to find the closest starting point. To reduce the time complexity, in
our MSM algorithm, instead of taking a rotational transformation on
the whole series of complex numbers that represent the actual
machine part contour, only the modulus part of the complex
series is shifted by one point in each step so as to simultaneously
realize the rotational transformation and the shift of starting point.
Note that only the modulus part of each complex number is
shifted, but the phase part (i.e., the angle) remains, which combines
into a brand new series of complex numbers as shown in Fig. 4.
Figure 4(d ) shows the detailed process of adopting MSM algorithm
in this application. After representing contours (a) and (b) in polar
coordinates, we obtain the modulus of the contour points and plot
them in Fig. 4(d ). The shifting and matching process is then con-
ducted, and the angles of rotation that minimize the errors
between (a) and (b) are found. This new series of complex
numbers is then compared with the prescribed shape. This step
repeats until a minimal comparing error is found, and the angle of

Table 2 Normalized FDs

Geometric invariance Operation in normalized FDs

Translation F(0)= 0
Scale F(k) = F(k)/‖F(1)‖, k = 0, 1, . . . , N − 1
Rotation and starting point F(k) = ‖F(k)‖, k = 0, 1, . . . , N − 1

Fig. 3 HOG/GLCM-based SVMmethod adopted for target recog-
nition of machine parts
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rotation between the target machine part contour and the prescribed
shape contour can then be obtained while eliminating the effect of
the starting point choice.
It is admitted that only shifting the modulus and combining it

with the original phase could cause a distortion in the shape, but
in industrial application, generally the amount of points on the con-
tours is quite large. Thus, with such a large density of contour
points, the phase angle could be viewed as uniformly distributed,
and the distortion of shape is small enough to be neglected for
this algorithm.
The pseudo code of this algorithm is as follows:

Algorithm Modulus-shift matching

Input: images Re (reference, i.e., the prescribed shape), Ta (target, i.e., the
actual image of the parts in workspace);
Output: rotational angle and scale of Ta with respect to Re;
Begin:
1. Obtain the contour-point image of Re and Ta, set them as ReL and TaL;
2. Obtain nonzero points and centroids of ReL ((fry, frx), (Crx,Cry)) and
TaL ((fty, ftx), (Ctx,Cty));
3. Convert the Cartesian coordinates of ReL and TaL to polar coordinates
(Ur, Ut);
4. Sort Ur and Ut according to the phase angle;
5. Obtain the modulus and phase angles matrixes of all points of Ur(Mr, Ar)
and Ut(Mt, At);
6. Resize the amount of points of Ur and Ut to be equal;
7. Shift the modulus series Mt by one point a time, obtain Mts, and combine
Mts with At as Uts.
8. Compare the least-square error of the modulus of Uts with respect to Ur:
Num← the number of points of Ut;
For i from 1 to Num
{

Mt← [Mt(2:Num), Mt(1)]; /*Move the first element of MT to the last to
realize rotate contour points*/

diff(i)← sum of absolute values of (Mr-Mt);
If diff(i) < threshold; /*the threshold is related to the size of the image*/
mindiff← i; /*record the position of the minimum difference*/
threshold← diff(i); /*update the threshold*/
End

}
End
9. Rotational angle← (At(mindiff)−At(1))/pi*180;

Scale← sum(Mr)/Sum(Mt)

To show the feasibility of MSM algorithm, we take various
images of different shapes and conduct a group of tests (Fig. 5).
And their MSM pose detection results are presented in Table 3. It
could be observed that the error in the angle of rotation is less
than 2 deg. Such a small error could be compensated in the assem-
bly process with structural design such as a guiding slot. Thus,
adopting MSM algorithm could successfully determine the pose
of the target machine parts despite of the starting point choice,
and its accuracy is acceptable.

3.3 Description of the Integrated Target Identification
Algorithms. Now, combining with the acquisition method of
target parameters proposed above, the two target identification
methods (FD and SVM) in Sec. 2 could hereby be improved.

Aiming at the acquisition of the location and pose parameters of
the target assembly parts, two integrated algorithms, FD-MSM
and SVM-MSM, are presented in this section.
Step-by-step procedure for FD-MSM algorithm

(1) Input the workspace image (gray scale), perform binarization
and open–close operation, then extract the edge of part
shapes through Canny detector as in Sec. 2.1.

(2) Represent the contour points in complex form Z(n)= x(n)+
jy(n) and sort the points based on the phase angle of its
complex representation.

(3) Obtain the FDs of the contour points with Eq. (1) and nor-
malize the FDs as in Table 1.

(4) Compare the normalized FDs of the workspace contours with
those of the standard target shape and identify the target parts
from the workspace image.

(5) Obtain the location parameters of the target parts by comput-
ing the centroid of its contour points as in Sec. 3.1.

(6) Shift and match the modulus to obtain the pose parameters of
the target shape while eliminating the starting point effect as
in Sec. 3.2.

Step-by-step procedure for SVM-MSM algorithm

(1) Input the workspace image and obtain the edge of each part
shape as in Sec. 2.1.

(2) Obtain the centroid (location parameters) and the maximum
radius of each shape and construct a square to extract each
part separately from the original gray-scale image.

(3) Extract the HOG and GLCM features of each square image
as Sec. 2.3 and Fig. 3 and construct the feature matrices
for them.

(4) Conduct the classification of the square images of workspace
parts using SVM and identify the target parts from the
workspace.

Table 3 The prescribed rotational angles in Fig. 5 and the
resulting angles from our MSM algorithm

Order Prescribe (deg) Results (deg) Error (deg)

1 90.00 88.30 1.70
2 30.00 31.44 1.44
3 155.00 155.49 0.49
4 180.00 180.52 0.52
5 215.00 213.27 1.73
6 295.00 293.97 1.03
7 0.00 359.00 1.00
8 101.00 99.84 1.16
9 270 268.73 1.27

Fig. 4 An illustration of MSM algorithm

Fig. 5 A group of MSM algorithm tests with various given
shapes
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(5) Extract the contour of the target parts and conduct the
modulus-shift matching process to obtain the pose parame-
ters of the target shape.

With these two integrated algorithms, we could identify the target
parts (shapes) from the workspace image and also obtain their loca-
tions and poses for the coming automated assembly process.

4 Simulation Results
In this section, to show the performance of the two integrated

algorithms, 65 experiments of target acquisition from simulated
workspace are conducted and the results are compared. First, 14 dif-
ferent types of machine parts as in Fig. 6 are placed randomly on the
work space, and 65 different work space images are then generated.
For the sake of best illustration of the performances of the two algo-
rithms, the collection of reference machine parts covers a variety of
different shapes, materials, and features while a number of them
share similar properties to test the adaptation of the algorithms.
For example, Nos. 6, 8, and 10 share the same contour shape, and
Nos. 7 and 11 share the same material and texture, etc.
The preprocessed images results of reference machine parts are

shown in Fig. 7. It needs to be noted that the holes are eliminated,
so there is no multiple edge target.
After the image preprocessing, the edges of the items in the work-

space are identified, and they could be extracted individually. Using
FD-MSM, we could obtain the Fourier descriptors of each shape and
compare it with the reference machine parts. After 910 (65 × 14)
rounds of target recognition experiments, the results of successful
recognition of each type of machine parts are shown in Fig. 8. The
Y-axis denotes the number of successful recognition. The average
time for the recognition of each target part is 35.1 ms in MATLAB.
It could be seen that while most of the parts have relatively high

recognition accuracy, Nos. 6, 8, 10 as well as Nos. 7 and 13 have a
much worse performance due to their similarity in the contour
shapes.
Now, we adopt SVM-MSM to conduct the target recognition

experiments. After obtaining the centroid and the maximum
radius, each part is extracted separately from the workspace
image as in Fig. 9. After the extraction of HOG and GLCM features,
the feature matrix of one sample image is 1260 * 3248. The param-
eters adopted in the HOG algorithm is cellsize, which is set as 256 *
256. For GLCM, the parameter offset is set to describe four angles,
[0,1], [−1,1], [−1,0], and [−1,−1], which means 0 deg, 45 deg,
90 deg, and 135 deg, respectively. The hyper-parameters being
used in SVM algorithm are C and gamma, which are automatically

set by MATLAB. To identify the corresponding reference machine
parts, these images are classified and the statistics of successful rec-
ognition for each reference part is shown in Fig. 10. The average
time for each part is 45.2 ms in MATLAB.
From the results, we could find that the performance of

SVM-MSM is more stable for different types of machine parts.
Yet, several parts still have a relatively low accuracy, such as
Nos. 3, 7, and 13. After a detailed investigation of the classification
results, we have found that a large number of part 3 are recognized
as part 5 due to the unique stripe feature on both of them. Also, part
7 and part 13 are often recognized as 11 and 12/14, respectively, due
to their similarity in materials and textures.

Fig. 6 Fourteen types of reference machine parts to be identi-
fied from the simulated workspace

Fig. 7 Fourteen types of reference machine part contours
obtained after image preprocessing

Fig. 8 Statistics of the number of successful recognition
(y-axis) for the 14 machine parts in 65 simulated workspaces
with FD-MSM

Fig. 9 Extraction of the image of individual target parts for
SVM-MSM algorithm

Fig. 10 Statistics of the number of successful recognition
(y-axis) for the 14 machine parts in 65 simulated workspaces
with SVM-MSM
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Therefore, the simulation results of the two algorithms have
shown that, for a regular target, they could both realize a good per-
formance of recognition in real-time. However, if the target
machine parts have a similar contour shape with other items on
the workspace, SVM-MSM algorithm would be a preferable
choice. On the other hand, FD-MSM yields better results when han-
dling those with similar textures and materials.

5 Graphical User Interface Design for Automatic
Assembly and Application
In this section, we seek to apply the proposed integrated algo-

rithms on automatic assembly task in the manufacturing process.
Generally, in an assembly task, there are target machine parts that
need to be identified from the workspace, and their location/pose
information need to be acquired. The assembly motion of the
manipulator also needs to be planned such that collision with
other items (usually marked as obstacles) could be avoided. Thus,
we first proposed a feasible motion planning method for the parallel
manipulators, and a GUI tool is then presented to visualize and
assist the assembly process.

5.1 Modeling of Obstacles and Collision Detection. In the
stage of assembling motion planning, there are obstacles that
need to be avoided, and they are generally enveloped by cylinders
for a simpler collision detection algorithm rather than the cubes and
spheres [28]. For the parts that are placed on the platform, sphere
envelope might cause redundancy envelope. For cylinder that has
fixed radius in the horizontal direction, it is more efficient and con-
venient in horizontal distance detection than cube envelope.
Assume that the obstacles, parts, and end-effector (e.g., pneu-

matic chuck) are all enveloped as cylinders with radius being RO,
RP, and RE, respectively. The heights of them are also obtained
according to the part benchmark. The detection of collision
during the process of assembly can be converted into the intersec-
tion detection of cylinders. By calculating the shortest distance of
the centroids and compare it with the radius of the cylinders, the col-
lision status could be determined as in Table 4.

5.2 Obstacle-Avoidance Strategy and Graphical User
Interface Design. In obstacle-avoidance path planning, many
classic algorithms have been proposed, such as A star and RRT
star. But for the high velocity of parallel robots, these algorithms
are not very suitable [29]. In our application of parallel robot assem-
bly, the length of the path is not as important as the execution speed.
Since the obstacles are also machine parts from the benchmark, the
height of them can be obtained easily. Therefore, instead of spend-
ing time to run a path optimization algorithm, here we adopt a
simple strategy of lifting the end-effector of the parallel manipulator
so as to get over the obstacles and guarantee a collision-free motion
in the whole assembly process.
The obstacle-avoidance motion in a work cycle of the

end-effector is shown as P0P1P2P3 in Fig. 11.
Overall, the procedure of machine vision-based motion planning

algorithm for parallel manipulators is illustrated in Fig. 12.
To visualize and assist the assembly process, a GUI software is

designed as in Fig. 13 [30,31]. Users could choose the target
parts to be assembled from the benchmark, and based on the char-
acteristics of the target parts, FD-MSM or SVM-MSM algorithm is

selected to conduct the assembly task. After obtaining the work-
space image through machine vision, the software will provide a
collision-free assembly motion for the manipulators to execute.
The interface also provides an interpolated simulation of the result-
ing assembly motion.

5.3 Application. In this section, based on a four-DOF delta
parallel robot (as shown in Fig. 14), we have conducted the appli-
cation of our proposed target acquisition and motion planning

Table 4 Conditions of collision detection

Collision type Collision condition

Obstacle part in transit Dmin(O, P)≤RO+RP

Obstacle end-effector Dmin(O, E)≤RO+RE

Note: O, obstacle; P, part E, end-effector; Dmin, shortest distance; R, radius.

Fig. 11 Pick-and-place motion cycle

Fig. 12 A general illustration of the proposed collision-free
motion planning based on motion vision

Fig. 13 The GUI software that visualizes the collision-free
assembly process
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algorithm in the GUI. The parameters of four DOFs parallel robot
are shown in Table 5. For a better legibility, only the image-display
window of the GUI is shown in this section.
Suppose the machine parts to be assembled in the current task are

those in Figs. 15(a) and 15(b). Figure 15(c) is the image (500 × 500
pixels) of the workspace, which is consisted by target parts as in
(a) and (b), as well as two other machine parts for the upcoming
assembly task. The other two parts are viewed as obstacles in the
current assembly task, thus after target recognition, the workspace
is plotted as in Fig. 16, where the target parts A and B are recog-
nized respectively, while the two obstacles are enveloped by
cylinders.
Meanwhile, the location and pose parameters of the two target

machine parts are also achieved as in the right part of Fig. 16.
The MATLAB computational time for this example is less than 40 ms.
Suppose that the assembly task is to grasp machine part A

(Fig. 15(a)) and move it to part B (Fig. 15(b)), we can divide the
whole assembly task into three steps. Step I is moving the
end-effector from initial location to part A and grasping it, then
Step II is to deliver part A to the location of part B and accomplish
the assembly action. In the end, Step III takes the end-effector back
to the initial location. Figure 17(a) shows the original motion that
does not take obstacle-avoidance into consideration. The trajectory

for the end-effector of Steps I, II, and III are colored by green,
blue, and red, respectively. Clearly, the original motion would
collide with the two obstacles. Thus, by adopting our simple
obstacle-avoidance strategy, we obtain Fig. 17(b), which illustrates
that the collision-free path is obtained by lifting the end-effector in

Fig. 14 The four DOFs delta parallel robot

Fig. 15 The target machine parts to be assembled and the
workspace

Fig. 16 Target acquisition results in GUI

Fig. 17 Obstacle-avoidance strategy

Table 5 Parameters of the delta robot

Symbol Numerical value (mm)

D 300
d 78
La 800
l 2000

Note: D, scale of static platform; d, scale of dynamic platform and Ci; La,
length of driving arm; l, length of driven arm.

Fig. 18 Motion interpolation of the three driving joints based on
B-spline
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Steps I and II. It needs to be pointed out that the total time con-
sumption from image input till the acquisition of a collision-free
assembly motion in our MATLAB simulation is less than 0.2 s,
thus our algorithm has a good potential to be applied in real-time
assembly task.
In the end, to show a simulation of the actual performance that the

resulting collision-free motion does on our four-DOF delta
platform, we adopt the B-spline method to interpolate the resulting
assembly motion [32]. The variation of three joint angles during the
three steps is illustrated in Fig. 18. Each joint angle curve is sepa-
rated by two intermissions of the grasping and releasing action.
The simulated path of end-effector in the whole assembly task is
illustrated in Fig. 19. The interpolated smooth B-spline path is
above the original path. Therefore, if original path is obstacle-
avoidance, the B-spline paths will guarantee to be collision-free.
The results indicate that the assembly task is accomplished, and col-
lision with any obstacles is successfully avoided.

6 Conclusion
This paper solves the problem of target acquisition and motion

planning for the assembly task in manufacturing. Two integrated
algorithms, FD-MSM and SVM-MSM, are proposed based on the
machine vision technique. The prescribed assembling parts and
obstacles could be recognized, and the geometric parameters
could also be efficiently acquired. The simulation results of two
integrated algorithms are compared and their advantages and short-
ages are analyzed. A simple collision-avoidance motion planning
algorithm is proposed afterwards, and a GUI tool is designed to
visualize and assist this process. In the end, experiments are con-
ducted on a four-DOF delta parallel robot. A simulation of the
assembly motion is shown in the GUI. The results show that the
pick-and-place assembly motion could be established in almost
real-time between the prescribed assembly parts, while the obstacles
could be successfully detected and avoided.
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